A behaviourally anchored rating scale for evaluating the use of the WHO surgical safety checklist: development and initial evaluation of the WHOBARS
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ABSTRACT

Background Realising the full potential of the WHO Surgical Safety Checklist (SSC) to reduce perioperative harm requires the constructive engagement of all operating room (OR) team members during its administration. To facilitate research on SSC implementation, a valid and reliable instrument is needed for measuring OR team behaviours during its administration. We developed a behaviourally anchored rating scale (BARS) for this purpose.

Methods We used a modified Delphi process, involving 16 subject matter experts, to compile a BARS with behavioural domains applicable to all three phases of the SSC. We evaluated the instrument in 80 adult OR cases and 30 simulated cases using two medical student raters and seven expert raters, respectively. Intraclass correlation coefficients were calculated to assess inter-rater reliability. Internal consistency and instrument discrimination were explored. Sample size estimates for potential study designs using the instrument were calculated.

Results The Delphi process resulted in a BARS instrument (the WHOBARS) with five behavioural domains. Intraclass correlation coefficients calculated from the OR cases exceeded 0.80 for 80% of the instrument’s domains across the SSC phases. The WHOBARS showed high internal consistency across the three phases of the SSC and ability to discriminate among surgical cases in both clinical and simulated settings. Fewer than 20 cases per group would be required to show a difference of 1 point between groups in studies of the SSC, where \( \alpha = 0.05 \) and \( \beta = 0.8 \).

Conclusion We have developed a generic instrument for comprehensively rating the administration of the SSC and informing initiatives to realise its full potential. We have provided data supporting its capacity for discrimination, internal consistency and inter-rater reliability. Further psychometric evaluation is warranted.

INTRODUCTION

Over 230 million operations are performed annually throughout the world.1 Modern anaesthesia and surgeries are very safe, but harm related to surgery is a substantial cause of death and disability and is costly to healthcare systems. In many cases, these complications are preventable.2 There have been many initiatives to improve perioperative safety, including research into the use of checklists,3 the contribution of teamwork,4 briefing and debriefing of operating room (OR) teams5 and education to promote changes in culture related to patient safety.6 One notable intervention has been the development and global implementation of the WHO Surgical Safety Checklist (SSC).7 The SSC is aimed at improving safety by ensuring that OR teams share information, improve teamwork and confirm the completion of key steps and essential practices critical to surgical safety.7 The SSC is administered at three strategic times (phases) in the OR for each surgical procedure: before induction of anaesthesia (sign in); before skin incision (time out) and before the patient leaves the OR (sign out).
Substantial reduction in perioperative complications and mortality after introduction of the SSC has been reported.8 9 Unfortunately, there is considerable variability in the way in which practitioners engage in the use of the SSC, and there is often scope for improvement.10–13 This is important if the potential value of the SSC is to be realised,14 and several major initiatives are underway to embed appropriate use of the SSC across states15 16 and countries.17

To date, most tools used to evaluate SSC administration have focussed on compliance, predominantly or exclusively. However, communication and teamwork within OR teams are known to influence outcomes18–21 and are posited to explain much of the effect of the SSC.22 Therefore, there is clearly a need to also evaluate the degree to which the important teamwork and communication objectives of the SSC have been achieved.22 In fact, disengaged or cynical use of the SSC may actually be counterproductive.23 Furthermore, where the SSC has been used cynically or without care, measuring compliance alone could show that ‘the boxes have been ticked’ but miss the poor quality of its administration—and thereby miss the opportunity to improve its use and achieve its potential benefits. The original SSC explicitly encourages users to introduce variations to make the SSC applicable to their local needs and context, and there are now many variations of the SSC in use. Tools based on compliance tend to be tied to a specific variant of the checklist, which is an additional limitation to their usefulness.

Therefore, we sought to develop and begin the evaluation of a measurement tool grounded in domains of behaviour that experts agree to be critical to the success of the SSC. A behaviourally anchored rating scale (BARS) offers a framework for this type of measurement tool. Such scales aim to capture multidimensional and behaviour-specific aspects of performance,24 and are typically designed with input from appropriate subject matter experts (SMEs) who understand the context and potential use of the instrument that is being developed.25 SMEs assist with the identification of specific examples of effective and ineffective performance behaviours, which are then used as ‘anchors’ by raters during observations of performance. BARS tends to show less leniency error and less halo effect than Likert-type scales.26 The use of behavioural anchors also tends to enhance inter-rater reliability when evaluating the performance of teams.27 This approach also lends itself to development of a generic tool, applicable to a wide range of modifications of the original SSC.

**Objectives**

We aimed (1) to develop a generic BARS (the ‘WHOBARS’) for comprehensively rating the administration of the SSC with strong content validity (grounded in an appropriate level of expert input) and (2) to begin evaluation of the reliability and validity of the instrument by seeking evidence on its internal consistency, inter-rater reliability and its capacity to discriminate between differing levels of performance.

**METHODS**

**Instrument development**

We used a modified Delphi method (figure 1) in the initial development of the WHOBARS.28 This entailed (1) the recruitment of a purposive sample of SMEs; (2) an iterative, multi-round inquiry aimed at generating key content domains relevant to the success of the WHO SSC; (3) the generation of behavioural anchors, identifying exemplary and poor behaviours associated with each key domain and at each particular SSC phase (following established techniques for the development of BARS)29–32 and (4) summary and feedback to the SME panel following each round, concluding with compilation of the finalised instrument.

**Selection of SME panel**

To recruit experts in the development and use of the WHO SSC, we approached members of the group that developed the SSC as part of the Safe Surgery Saves Lives programme.27 8 Thirty-seven potential panel members were identified and approached. Of these, 22 expressed interest in taking part, and 16 of these actually contributed to the Delphi process. Of the remaining 15, 1 declined and 14 could not be contacted.

**Outline of Delphi process**

The first task of the Delphi process was to identify elements considered critical to the effectiveness of the SSC. We reviewed the structural aspects of the SSC (including local and international versions)7 8 and identified potentially important elements for review by the SME panel. Twenty addressed specific processes (eg, ‘key concerns for recovery and management of the patient are reviewed and discussed’) and seven addressed the way in which the SSC was used (eg, ‘engaged checking versus going through the motions’). In the first questionnaire, a 7-point scale was provided for panellists to rate each of these elements’ importance to the effectiveness of the SSC. Panellists were also invited to comment and suggest other potentially important elements. On return of the completed questionnaires, frequency distribution of scores was compared, and comments were collated. Items rated below mid-point of the scale (ie, 4) were rejected, and the remaining elements were then arranged into major themes and crosschecked by other members of the research team. These themes informed the five domains of the WHOBARS, which were fed back to the SME panel for further comment.

Next, we used established techniques29–32 for the generation and selection of appropriate behavioural...
anchors for each of the five domains that would be relevant to each phase of the SSC. First, panellists were asked to identify examples of behaviours that they considered either excellent or poor for each domain of the WHOBARS within each phase of the SSC. To assist panel members with this task, we designed a questionnaire structured by each domain of the WHOBARS and each phase of the SSC, with illustrative examples of relevant, observable behaviours identified through discussion between members of the research team.

Once questionnaires were returned, entries were collated and reviewed by two members of the team. In total, 179 entries were submitted by the SME panel. Of these, 55 were rejected under the following prespecified exclusion criteria: (1) the entry submitted was not an example of an observable behaviour (eg, it was an inferred trait or attribute, a comment or an opinion); (2) the behaviour was too general to apply explicitly to the SSC and (3) the behaviour had already been identified (in which case similar behaviours were merged). The remaining behaviours were then incorporated into the WHOBARS.

A draft of the instrument was then circulated among the research team for comment and minor revisions and then to the panel for final feedback. Further minor revision on the basis of this feedback resulted in the finalisation of the instrument for initial testing.

### Training videos
Thirty short training videos were created in a high-fidelity simulation facility to illustrate three broad quality categories of implementation of the SSC—excellent (n=6), average (n=18) and poor (n=6)—during sign in (n=10), time out (n=10) and sign out (n=10). The scripting and creation of the videos was overseen by members of the research team, and the structure of the WHOBARS was used to guide the content of each training video.

### Evaluation using the training videos
The training videos were used for a preliminary exploration of the instrument’s ability to discriminate among surgical cases. A purposive sample of seven expert raters, all with extensive experience in the use of the SSC and all blinded to clip category, rated independently each of the 30 clips using the WHOBARS. The expert rater group comprised representatives from the major specialist teams in the OR (surgery, anaesthesia and nursing), a human factors psychologist with extensive experience in healthcare quality improvement research and three members of the research team.

### Evaluation in the field
Field testing was carried out at Auckland City Hospital (ACH) in 13 ORs designated for general, general acute, orthopaedic, vascular and urological
procedures. ACH was one of eight sites in the original evaluation of the SSC and has used the SSC since that time. This allowed the observation of many different OR teams across a variety of surgical procedures. OR staff were informed that two medical students would be conducting a series of observations in theatre for the purpose of field testing a new instrument. They were told that the aim of the observations was to gain preliminary psychometric data for the instrument and that no additional surgical outcome data or specific information about OR personnel would be collected. Ethics approval for the observational study was obtained from The University of Auckland Human Participants Ethics Committee (UAHPEC 010828).

Procedure

Two medical students (the ‘raters’), both at the completion of year two of the medical programme at The University of Auckland, independently used the WHOBARS to rate the use of the SSC by OR teams. The raters were given a brief overview of the instrument and, in preparation, were required to read a selection of chapters from an introductory textbook of anaesthesia. They then spent a week under the guidance of a senior member of the research team familiarising themselves with the OR environment on the study floor, observing the use of the SSC, and practising interpreting observed behaviours using the exemplars in the WHOBARS as a frame of reference. Raters and their supervisor discussed many of these observed behaviours and how they might be scored on the relevant scales. Points of confusion were resolved. A formal half-day, structured training session in the use of the WHOBARS was then provided. This included the background to the SSC and the rationale for using the WHOBARS. The training videos were then viewed and rated independently by the two student raters and simultaneously by a specialist anaesthetist who had extensive experience in the use of the SSC and with the development of the WHOBARS and who had not previously seen the videos. After each clip, the three raters compared scores and discussed any discrepancies and the reasons for their ratings.

The raters then independently rated the sign in, time out or sign out of the same 80 surgical cases over 10 days in the OR without further coaching or opportunity to compare scores. The aim was to observe as many examples of each phase of the SSC as reasonably possible in the time available, but not necessarily to observe all three phases of every case. They also recorded their impressions of the usability of the WHOBARS in the OR.

Analysis

Data were analysed using IBM SPSS Statistics (V22; SPSS, Chicago, Illinois, USA) software. Mean scores were calculated for each domain of the WHOBARS in each phase of the SSC using all the available field data and also using only those cases in which all three phases were assessed. In the latter situation, we also calculated an overall WHOBARS domain mean by averaging the scores across the three phases. We then assessed inter-rater reliability (consistency of scoring between raters) with intraclass correlation coefficients using a two-way mixed model with measures of absolute agreement. This approach latently incorporates intraobserver variability into the assessment of inter-rater reliability. We also calculated percentages of absolute agreement and adjacent agreement between raters for each phase of the SSC. We assessed the instrument’s internal consistency by calculating Cronbach’s $\alpha$ across the three phases of the SSC. We explored the ability of the instrument to discriminate between good and poor performance using a one-way repeated measures analysis of variance (ANOVA) for the clinical data across the three phases of the SSC and a Kruskal–Wallis H test to assess scoring differences between the training clips. We also calculated sample size estimations for use of the WHOBARS under key potential scenarios for future research.

RESULTS

Structure of the WHOBARS

The Delphi process yielded an instrument comprising five domains and a representative sample of behavioural anchors specific to each phase of the SSC (see online supplementary appendix). Table 1 shows the five domains, with a brief outline of the key rating objectives for each. First, for setting the stage (domain 1), the rater is required to assess how well the SSC is initiated by the designated leader, noting that establishing readiness of the team is particularly important. Team engagement (domain 2) focuses on the extent to which team members devote their attention to the

Table 1 Domains of the WHOBARS with key rating objectives

<table>
<thead>
<tr>
<th>Domain</th>
<th>Key rating objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Setting the stage</td>
<td>The SSC is initiated appropriately by the person responsible for administering it at each phase</td>
</tr>
<tr>
<td>2. Team engagement</td>
<td>All team members participate in the process of the SSC in an engaged and attentive manner supportive of the process</td>
</tr>
<tr>
<td>3. Communication: activation</td>
<td>Activation of all individuals using directed communication and demonstrating inclusiveness by encouraging participation in the process</td>
</tr>
<tr>
<td>4. Communication: problem</td>
<td>Critical patient information is reviewed and matters of concern are discussed and addressed appropriately</td>
</tr>
<tr>
<td>5. Communication: process</td>
<td>Key safety processes and procedures are reviewed and verified as completed or addressed appropriately if not</td>
</tr>
</tbody>
</table>

WHOBARS, behaviourally anchored rating scale; SSC, Surgical Safety Checklist.

administration of the SSC. Communication: activation (domain 3) addresses the extent to which communication within the team is inclusive and conducive to encouraging participation from all OR team members. For communication: problem anticipation (domain 4), the rater is required to identify the extent to which the OR team communicates any anticipated problems associated with the patient. Finally, communication: process completion (domain 5) shifts the focus of the rater towards the team’s review of key safety processes and procedures outlined by the SSC protocols at each phase. Note that the WHOBARS is independent of precisely which processes and procedures are included in any particular version of the SSC.

We chose a 7-point scale (from 1 for poor to 7 for excellent) to enable more nuanced differentiation than a 5-point scale while still being manageable for raters. Each domain is anchored at each extreme with phase-specific examples of poor and excellent behaviours.

Results of scoring SSC use in the OR using the WHOBARS

During the observation period, the two student raters observed all or some phases of 26 general surgical acute cases, 12 general surgical elective cases, 19 orthopaedic cases, 15 urological cases, and 8 vascular cases, involving varying combinations (or teams) of OR staff. Data were available for 22 complete cases (sign in, time out and sign out). The numbers of each of the SSC phases observed varied, with 66 observations recorded at sign in, 65 at time out and 35 at sign out. Using the entire dataset, the mean (SD) of the raw scores (out of 7) given by each rater across each observed phase of the SSC were: 4.20 (1.42) and 4.20 (1.55) for sign in (n=330 domain measures per rater); 4.40 (1.36) and 4.54 (1.38) for time out (n=325 domain measures per rater) and 3.38 (1.36) and 3.30 (1.46) for sign out (n=175 domain measures per rater). The frequency distribution of scores given by two raters across all 166 observed phases of the SSC during field testing of the WHOBARS showed an approximately bell-shaped distribution across the instrument’s 7-point scale (see figure 2).

The WHOBARS showed high internal consistency (α =0.87) across the three phases of the SSC for all complete cases observed (n=22). Intraclass correlation coefficients assessing inter-rater reliability were consistently high across all five domains of the WHOBARS and across each of the three phases of the SSC, as shown in table 2. All intraclass correlation coefficients for each domain were calculated at above 0.80 for all phases combined. When analysed by the three phases of the SSC (ie, sign in, sign out and time out), using all available cases, correlations were 0.80 or above at all points except for domains 2 and 5 at time out (0.77 and 0.62, respectively) and domain 3 at sign out (0.79).

The percentage of absolute agreement between raters for each observed phase was 43.3% for sign in, 44.0% for time out and 43.4% for sign out. Percentage of adjacent agreement between raters (ie, scores within ±1 scale point of the 7-point scale) for each observed phase was 87.3% for sign in, 86.2% for time out and 90.3% for sign out. The root mean square differences between the two raters for each domain of the WHOBARS and across each of the three phases of the SSC ranged from 0.31 to 0.66, indicating that raters on average provided scores for each domain and across each of the three phases consistent within 1 point of the 7-point scale used by the WHOBARS.

In relation to discriminatory power, a one-way repeated measures ANOVA conducted on all complete cases observed (n=22) showed a significant effect for SSC phase on mean WHOBARS ratings (F(2, 42) =9.55, p<0.001). Post-hoc Bonferroni-corrected pairwise comparisons indicated that scores for sign out (M=3.36, SD=1.15) were significantly lower than both sign in (M=4.09, SD=0.89), t(21)=3.03, p=0.006) and time out (M=4.47, SD=0.99), t(21)=3.63, p=0.002). There was no significant difference between sign in and time out scores (t(21)=1.74, p=0.09).

Usability of the WHOBARS in the OR

The student raters reported that the instrument was easy to use and estimated that it took no more than 5 min to complete ratings after each phase of the SSC.

Instrument discrimination among training clips

Data from training clip ratings were not normally distributed, so a Kruskal–Wallis H test was used to assess the discriminative capacity of the instrument by the seven expert raters across the 30 training clips (ie, average rating for each clip by the group of expert raters). Median scores for the overall quality of SSC administration were 6.70 for the excellent clips, 3.31 for the average clips and 1.19 for the poor clips (χ²(2) =22.30, p<0.001), with mean rank WHOBARS scores of 27.50 for excellent, 15.50 for average, and 3.50 for poor. Post-hoc Mann–Whitney U tests (Bonferroni-corrected) showed significant differences between WHOBARS scores for each of the clip categories (p<0.01 for all comparisons).

Sample size estimations for future research

Sample size estimations for the number of OR cases required depend on which of the following three key designs are appropriate to the study objective. The three most likely objectives are: (1) to compare the overall WHOBARS score (C in figure 3) between two independent groups of OR cases in a before-and-after group or between-groups design (independent samples); (2) to compare a phase of the SSC (A in figure 3), such as time out, between independent groups of OR cases in a before-and-after group or between-groups design (independent samples) or (3)
to compare phases of the SSC (the phase means within B in figure 3) within a given set of OR cases (a repeated measures design). The following sample size calculations are based on the field testing data and assume $\beta=0.10$, two-tailed $\alpha=0.05$ and a difference in mean WHOBARS scores of 1.0 or more as clinically meaningful. The following sample sizes would be required: (1) $n=9$ per group (pooled SD=0.75 from 22 completed cases); (2) $n=18$ (pooled SD=1.03 from all available phases) and (3) $n=17$ (pooled SD=1.29 from 22 completed cases).

**DISCUSSION**

We have developed a new observational tool, the WHOBARS, for rating OR team behaviours and communication during administration of the WHO SSC. The WHOBARS has content validity derived from the iterative, multi-round Delphi process by which it was developed that incorporated comprehensive input from SMEs, qualified by their involvement with the original development of the SSC. It is not linked to any specific variant of the SSC, and so it is generically applicable to various modifications of the original SSC. In testing its use in evaluating administration of the SSC, preliminary evidence shows encouraging inter-rater reliability, internal consistency and discriminatory capacity. Intraclass correlation coefficients assessing inter-rater reliability were 0.80 or greater for the majority of domains across each of the three phases of the SSC, and the mean differences between the two raters were less than 1 scale point for all of the domains and for each phase. The internal consistency of the instrument was high across all three phases where complete cases were observed. Expert ratings of training clips produced substantially and significantly different scores for each category of performance, supporting construct validity. Once trained, our raters found the instrument quick and easy to use.

Our data illustrate two approaches to data collection with the WHOBARS: raters can observe all three phases of all cases within a sample, or they can move

**Table 2**  Intraclass correlation coefficients (95% CI) for each domain of the WHOBARS and each of the three phases of the SSC and for all phases combined

<table>
<thead>
<tr>
<th>WHOBARS domain</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSC phase</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sign in (n=66)</td>
<td>0.86 (0.77 to 0.91)</td>
<td>0.83 (0.72 to 0.90)</td>
<td>0.82 (0.71 to 0.89)</td>
<td>0.86 (0.77 to 0.92)</td>
<td>0.81 (0.69 to 0.89)</td>
</tr>
<tr>
<td>Time out (n=65)</td>
<td>0.80 (0.66 to 0.88)</td>
<td>0.77 (0.62 to 0.86)</td>
<td>0.86 (0.78 to 0.92)</td>
<td>0.86 (0.77 to 0.91)</td>
<td>0.62 (0.38 to 0.77)</td>
</tr>
<tr>
<td>Sign out (n=35)</td>
<td>0.91 (0.83 to 0.96)</td>
<td>0.85 (0.70 to 0.93)</td>
<td>0.79 (0.59 to 0.90)</td>
<td>0.80 (0.50 to 0.91)</td>
<td>0.87 (0.74 to 0.93)</td>
</tr>
<tr>
<td>All phases* (n=22)</td>
<td>0.88 (0.71 to 0.95)</td>
<td>0.83 (0.52 to 0.93)</td>
<td>0.91 (0.78 to 0.96)</td>
<td>0.93 (0.78 to 0.98)</td>
<td>0.92 (0.81 to 0.97)</td>
</tr>
</tbody>
</table>

*Mean score for each domain across all three phases of the SSC, calculated on complete cases observed. Intraclass correlation coefficients are based on a two-way mixed model with measures of absolute agreement.

opportunistically between ORs collecting observations on sign in, time out and sign out phases as they occur for varying combinations of one, two or three phases per case. The former is more time-consuming. However, an important strength of the WHOBARS is that a single overall score (C in figure 3) can be calculated from the three phases for each individual case for use as the primary outcome variable in before-and-after group or between-group studies. Scores for individual phases or domains can then be considered as useful secondary or explanatory variables. If this single overall score is to be used, then complete cases should be observed and rated (see figure 3).

A strength of the WHOBARS lies in its five domains, each focused on a different aspect of behaviour, communication or verification deemed critical to the success of the SSC by our experts. Thus, the WHOBARS can be used for research or assessment of team performance: a single overall score can be calculated for primary analysis of differences between institutions or within an institution before and after interventions to improve the use of the SSC. If differences are shown, post-hoc analysis can identify in which domain and in which phase they lie, and thus where further efforts to improve its use should be directed. Approaches may be summative or formative, and used iteratively for the latter, the WHOBARS has considerable potential for guiding improvement.

Our data come from a single institution, and it remains to be seen whether the findings apply more generally. Another limitation of this study is the relatively small number of sign out observations collected for analysis. This reflects the fact that surgical teams in our institution (and elsewhere) do frequently omit this phase of the SSC. Parenthetically, the rate of SSC phase omission in itself is an important data point that can be captured by the WHOBARS. A further limitation of the study is that the raters who used the instrument were either medical students who had limited experience in the OR environment or experts who rated videos of simulated cases. In the later instance, although most of the experts were not involved in the development of the video clips, the cases in the clips were developed by colleagues with similar backgrounds, and there is the possibility of shared bias. Alternatively, the success of the medical students in using the instrument may be taken as evidence that it is relatively easy to train people with little prior exposure to the OR to use the WHOBARS reliably. Observer effects may have occurred, but our interest in this study is in the instrument and not in the performance of the observed teams. In our modified Delphi process, we sought a balance between a sufficiently robust process in developing the WHOBARS and making our panel’s task excessively onerous. We plan more extensive validation in clinical settings using observers with different backgrounds. The fact that specific elements of compliance (i.e., which boxes are ticked) are not directly recorded might be seen as a limitation of the WHOBARS, but the converse point is that it can be applied to any SSC modified from the original WHO SSC, provided the underlying principles of the original have been respected. Furthermore, information from the WHOBARS can be supplemented using the ‘comments’ section on the

Figure 3  Diagram representing options for using the WHOBARS to assess OR team use of the SSC with complete cases: (A) a mean score out of 7 by each phase of the SSC, in this case during the ‘sign in’ phase; (B) a mean score by each domain of the WHOBARS, in this case the ‘setting the stage’ domain (initiation of the SSC by the designated leader) and (C) a single overall mean score calculated from the means of each phase. NB: With the use of opportunistic sampling methods, calculations of each phase score (A) are treated as independent measures, meaning domain scores (B) and the total WHOBARS score (C) cannot readily be calculated.
instrument or perhaps by using it alongside a checklist-specific measure of compliance.11 13 More comprehensive investigation of the psychometric properties of the instrument is warranted.

Conclusion
We have developed a new instrument—the WHOBARS—for evaluating the quality of administration of the SSC by OR staff. It rates critical, generic aspects applicable to all variants of the SSC and thus should be widely applicable. The WHOBARS has inherent content validity derived from the involvement of experts in its development. Our data on the instrument’s capacity for discrimination, internal consistency and inter-rater reliability are encouraging, but further evaluation is warranted. The WHOBARS has considerable potential to inform initiatives to improve the effective use of the SSC by identifying those aspects that are done well and those that might benefit from improvement. The WHOBARS thus has the potential to help realise the full potential of the SSC to improve outcomes for patients.
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